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This document describes the proposed implementation of a URL resource reconciliation service that will validate persisted URLs in ECHO.
Introduction

The need to validate URLs persisted in ECHO has been identified in the BMGT Reconciliation White Paper as follows,

‘ECHO will also perform periodic checks of datapool URLs that have been ingested into ECHO.  These checks will make sure that the URLs are well formed and that they point to an existing endpoint.  Any errors found will be reported to the DAAC in a manner that is TBD.’
While ECHO doesn’t modify online access or online resource URLs as part of Ingest, there is a desire to ensure that the URLs stored have not expired or that there was not a data entry problem or mis-configuration of the exported data at the DAAC.
Operational Concept

ECHO will provide an interface that will enable the reconciliation of URLs persisted within ECHO. 

· The interface will be provider-specific.

· The interface will be defined by one or more criteria which will limit the set of URLs to be reconciled. 

· Reconciliation will involve verifying that a particular URL is valid syntactically, refers to an existing, viable resource and is resolved within a reasonable amount of time.

· Execution of the reconciliation request will be carried out asynchronously.

· All reconciliation failures will be reported to the provider via email in plain text.

PUMP may provide additional user interfaces if certain suggested functionality is undertaken.

· PUMP will allow operators to define the scheduling and or priorities of reconciliation operations. 

· PUMP will allow operators to configure resource timeouts. Note: this could simply be specified in ECHO configuration.

ECHO URL Resource Reconciliation Operation

Definition of URL reconciliation

A URL is successfully reconciled if it is determined that it is well-formed and points to an existing end point.

· Well-formed – syntactically correct.

· Existing endpoint

· Invocation of URL results in a successful response (http 200 code, ftp not 550)
· Invocation of URL completes before a configured timeout.
Types of URL to be reconciled
The following URLs can be persisted to ECHO,

· Collection Online access URL
· Granule Online access URL
· Collection Online resource URL
· Granule Online resource URL
· Collection Browse URL
· Granule Browse URL
Reconciliation functionality has been discussed up to this point in terms of online access and resource URLs only. It should be noted that this functionality could easily (from a functional perspective) be extended to browse URLs as well. However, there would obviously be a performance implications with this added capability.
Nature of interface

An operation will be added to the data management service to instruct ECHO to reconcile URLs for a particular provider. What URLs are reconciled can be bounded by parameters to that operation. Example candidate bounding parameters are listed below,

· Date Range – only reconcile URLs that were ingested and/or updated within a supplied date range.
· Collections – only reconcile URLs that belong to the granules in a supplied list of collections belonging to the provider.
· URL Type – only reconcile URLs that are contained within the list of supplied types.
· Any combination of the above.
The operation will be asynchronous. The results will be reported to the provider via email which may contain the following information:
· The request GUID returned by the original reconciliation request. 
This would allow the provider to match a response with an invocation of the operation.
· The parameters of the invoked operation. 
This would allow the provider to match a response with an invocation of the operation.
· The time at which the operation was started. 
This would allow the provider to match a response with an invocation of the operation.
· The time at which the operation was completed. 
· A list of URLs that failed reconciliation, described as follows,
· Provider identifier – provider granule or collection id.
· URL value
· URL type
· Insert date
· Last update date
· Failure reason – human readable version of error code, error code itself or timeout. 
The above would provide enough information for the provider to rectify or retire the URL.
· URL statistics broken down by type

· The number tested

· The number that passed
· The number that failed
Nature of implementation

There are a number of options regarding the manner in which the resolution of a URL reconciliation request be scheduled,

· Immediately – as soon as the operation is invoked the URLs are retrieved from persistent storage and tested.
· Queued – a priority is assigned to the operation and queued with other pending ECHO operations. Some means of allowing operations to be assigned would need to be provided.

· Timer – the request is queued and executed at a configured interval. Some means of allowing operations to assign a frequency to the operation execution (Daily, hourly etc) would need to be provided.
The means by which we reconcile our URLs is as follows,
· The provider schema is queried for all URLs that match the supplied bounding parameters.
· URLs could be tested in series or in parallel. Serial resolution is simpler to implement. Parallel resolution is more complex but more efficient.
Note that we only need to verify the existence of the resource to pass reconciliation. We do not have to verify content. Consequently, we do not need to download the resource to pass reconciliation.
External Impact

Providers

The provider would be responsible for performing the reconciliation operation and dealing with the results. Any URL which fails reconciliation would have to be either deleted or updated by the provider.

The provider would be subject to resource requests in order to test the validity of each URL. This would manifest itself as resource traffic that is not related to actual resource usage. 

· Any metrics collection associated with these resources would be ‘contaminated’ if reconciliation requests are not identified correctly by the provider or any external entity that the provider refers to in its URLs.

· Resource load would increase, possibly dramatically.

Operations

The operator may be responsible for scheduling and/or prioritizing reconciliation operations depending on the implementation chosen.
Other Considerations

· What will be the impact on the resources that the tested URLs point to? 
We could severely impact the performance of some provider resources with a sustained URL audit. We would also skew any http/ftp metrics being collected on a targeted host.
· Are there a substantial number of ‘bad’ URLs being ingested in to the ECHO system? 
If not, this seems like a very resource-intensive approach to finding a very small set of bad URLs.
· There are two primary reasons why URL reconciliation may fail for a particular URL. 

· The host of the resource may be unavailable or no longer exists

· The resource at that host may be unavailable or no longer exists

In the case of the former, any other resources using that same host should also fail reconciliation (assuming this is not a transient problem). It would be more efficient in these cases to report a blanket error for all URLs that are dependent on this host rather than blindly test them all when the outcome is a foregone conclusion. Such a solution would have an impact on the design of any parallelism we may wish to adopt.

· Should providers be able to reconcile browse URLs for collections and granules?

It would be functionally quite simply to extend the remit of this interface to include browse URLs. However, the additional burden on performance, both to the ECHO system and the provider resources being tested, may prove problematic.

· How would ECHO handle the long running transactions/operations? Reconciliation of an entire collection could be a very long running operation that could surpass the one hour Tx timeout or prevent a shutdown of ECHO while the operation is running. The provider’s request could be split into multiple smaller requests but then they may receive multiple report emails.

· For example, LP has 13 million online access URLs. Assuming ½ second per verification, that would be 6.5 million seconds or 75 days of continuous reconciliation.

· Network load could be increased if there is no simple way to check for resource existence. Many protocols require the resource to be requested before an error code is returned. Even though ECHO wouldn’t use or read the complete response, data may still be transferred and then dropped.

· Emailing the reports makes automated responses difficult. For example, BMGT is able to automatically respond to a number of error conditions automatically based on the machine readable Ingest report. It may make more sense to use/write an external tool that can check the URLs and generate an automated response (i.e. trigger an export).
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