ECHO Degraded Service Event
Event Period: 	08/13/13 8:00am EST - 08/13/13 8:23am EST, 08/13/13 4:18pm EST – 08/13/13 4:41pm EST
System(s) Affected: 	
· Operations
Product(s) Affected: 	
· Catalog Rest API
· SOAP API
· Open Search API
· Reverb 
Executive Summary: 
A crash of one of the elastic nodes causes search performance to degrade substantially, until that node was removed from the elastic cluster. 
Detailed Summary:
[bookmark: _GoBack]At approximately 8:00AM, we noted that reverb search performance was substantially worse than it should be.  Further investigation revealed that the elasticsearch performance was particularly poor.  One of the elastic nodes had crashed, and was busily dumping its java heap (about 20 GB in size) to disk.  The node had not yet left the cluster while it was dropping its heap to disk.  This caused the host to become unresponsive within the elasticsearch cluster, which substantially slowed down all requests to elasticsearch, as the cluster was waiting for a response from the unresponsive node before returning search results.  On advice of Development, that node was shut down.  Good search performance returned almost immediately.  The node was then brought up, and elastic was allowed to rebalance itself normally.  This same sequence of events occurred again starting at 4:18 PM.  Note that this outage did not cause any loss of operational data.
Timeline:
· 08:00 08/13/13 – alerted to an outage of Reverb by external monitor
· 08:13 08/13/13 – root cause of problem determined to be one of the elasticsearch nodes.
· 08:17 08/13/13 – determined that the down node was slowing down the cluster
· 08:20 08/13/13 – decision was made to shut down offending node.
· 08:23 08/13/13 – shut down offending node
· 08:24 08/13/13 – search performance returned to normal
· 08:24 08/13/13 – external monitor reported all good status.
· 08:25 08/13/13 – started the offending node
· 16:18 08/13/13 – alerted to an outage of Reverb by external monitor
· 16:27 08/13/13 – root cause of problem determined to be one of the elasticsearch nodes
· 16:28 08/13/13 – decision was made to shut down offending node
· 16:32 08/13/13 – shut down offending node
· 16:33 08/13/13 – reconfigured offending node for fix of NCR11014105
· 16:38 08/13/13 – started offending node
· 16:41 08/13/13 – external monitor reported all good status
· 16:42 08/13/13 – decision made to implement NCR11014105 in a rolling fashion
Associated Tickets/NCRs: 
· ECHO_Ops_NCRs 11014105 ‘elasticsearch should not be started with -XX:+HeapDumpOnOutOfMemoryError’
· ECHO_Ops_NCRs 11014130 ‘Two different elasticsearch nodes crashed due to out of memory errors on 8/13’
Future Mitigation: 
· Implementing the fix for NCR11014105 should allow a node to fail and leave the cluster quickly.
· Implement, in a rolling fashion, the fix issued for NCR11014105.  This should complete by 08/15/2013.
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