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Event Period: 		06/26/13 13:43 ET – 06/26/13 16:30 ET
System(s) Affected: 	Partner Test
Product(s) Affected: 	Reverb, ECHO SOAP/REST/Open Search APIs, Legacy Ingest 
Executive Summary: 
Partner test ingest and search services experienced an outage on Wednesday, 06/26/13 at 1:43PM ET. Elastic search suffered a failure due to available memory shortages on the ptelastic1 machine. After extensive triage the memory allocation for elastic search was reduced. This allowed elastic search to operate with slightly degraded performance without exhausting the memory available on ptelastic1. Partner Test was fully operational at 4:04PM ET.

Detailed Summary:
At approximately 1:43PM ET Wednesday, June 26, 2013 elastic search queries in partner test began to hang. This caused many of partner tests key applications to also hang. Reverb, catalog-rest, SOAP and Open Search APIs all became unresponsive shortly after.
Initially, the root cause of the issue was not apparent and a restart of elastic search was successful, briefly allowing partner test full functionality.
However, shortly after this restart the same symptoms manifested and partner test became unresponsive again.
A closer look at the memory characteristics on the host machine of elastic search (ptelastic1) revealed that the OS , for unknown reasons, was retaining the bulk of the memory on that machine, with only 40 MB free memory available of 8GB. Elastic search was eventually unable to obtain the memory it was configured to use and as it began obtaining memory to resolve queries it reached a ceiling that caused query resolution to halt.
In order to get elastic working again quickly we made the decision to lower the memory allocation for elastic search from 4096MB to 3096MB and restart it. With this new memory configuration, elastic search was brought back up and it remained up. ECHO applications then became responsive again.

It was noted that these symptoms occurred in the same manner when we attempted to introduce a second virtual machine for elastic search in Partner Test in February of this year. The machine ptelastic2 exhibited the same memory consumption that rendered the elastic search application inoperable. The short-term solution for this was to take ptelastic2 offline and investigate the issue. Unfortunately, no conclusion was reached regarding this problem and ptelastic2 remained offline.


Timeline:

· 13:43 – elastic search requests in Partner Test begin to timeout
· 14:10 – Nagios alerts indicate that Partner Test is unresponsive
· 14:14 – Unplanned outage email sent to partners
· 14:20 – Determined that elastic search was not responsive causing ECHO to hang
· 14:30 – Restarted elastic search on ptelastic1
· 14:33 – Partner Test becomes responsive
· 14:35 – Reverb cache clean performed
· 14:40 – Partner Test system is fully restored
· 15:20 – elastic search becomes unresponsive again triggering another PT ECHO outage
· 15:57 – after triage we decreased the memory allocation for elastic search and restart it (see detailed summary for explanation of this)
· 17:00 – after ensuring that elastic search would not exhaust its memory allocation we send out an ‘all clear’ email to the partners.
Associated Tickets/NCRs: 
· TT 14002454 – ‘Provide several physical hosts for the dev environment for backups of failing VMs’
· TT 14002455 – ‘Investigate the unusually large amount of memory held by the OS on ptelastic1 and 2’

Future Mitigation: 
1) Liaise with vendor to understand why the virtual machine’s OS is retaining so much memory
2) Provision a set of physical boxes as backups should this occur again
3) Keep the elastic search cluster on physical hosts in the Operations environment
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