ECHO Degraded Service Event
Event Period: 	02/20/13 - 03/05/13 
System(s) Affected: 	
· Operations
Product(s) Affected: 	
· Catalog Rest API
· SOAP API
· Open Search API
· Reverb 
Executive Summary: 
The Operational change of enforcing the redirecting of HTTP to HTTPS for catalog-rest endpoints caused legacy ingests to fail to propagate to catalog-rest. This failure did not result in any provider suspensions and remained undetected until 03/05 due to a misdiagnosis of the problem. 
Detailed Summary:
As part of the Operations PM of 02/20 operations enforced the redirecting of HTTP to HTTPS for catalog-rest endpoints. The corresponding configuration changes to accommodate this did not include legacy ingest. Legacy ingest then started getting 301 http errors when it tried to communicate with catalog-rest indicating that the endpoint had been moved permanently to another location. Legacy ingest silently ignored this error without suspending providers as it should have done.
At this point, any new inventory supplied by our providers through legacy ingest was not being ingested into catalog-rest, not being indexed and, therefore, was not visible through our APIs. On 02/25 LARC noticed that their recently ingested inventory was not visible. Operations misdiagnosed this problem as a transient issue associated with the following ncrs,
· 11011344
· 11013546
They then set about attempting to reconcile the inventory between legacy and catalog-rest using the reconciler task. This process identified an issue with the reconciler task which development needed to fix. This delayed the start of the reconciliation by a day. On 02/28 LARC was reconciled and the disparate inventory was indexed. At that point GSFC also reported a problem with missing inventory so the reconciliation was performed for all legacy providers. This took several days. The reconciliation of USGS_EROS failed however, with errors related to duplicate inventory. At this point, development was asked to look at the problem. They discovered the root cause on 03/05.
Operations reconfigured legacy ingest on 03/05 and legacy ingest resumed propagating to catalog-rest. At the same time they began the reconciliation process again. The initial reconciliation completed on 03/0x and indexing completed on 03/0x.
Timeline:
· 02/20/13 – Operations PM enforces the redirecting of HTTP to HTTPS for catalog-rest endpoints. Legacy ingest begins to silently fail all propagations to catalog-rest
· 02/25/13 – LARC inform operations that they are not seeing their new inventory in Reverb. Operations discover that reconciliation task is broken in operations.
· 02/26/13 – Development fix reconciliation task and it is pushed to Operations. Reconciliation of LARC begins.
· 02/28/13 – Reconciliation of LARC completes.
· 02/28/13 – GSFC report problems with inventory visibility. Operations performs reconciliation on all other legacy providers 
· 03/01/13 – all providers except for USGS_EROS are reconciled. USGS_EROS has errors with duplicate inventory.
· 03/05/13 – development investigates USGS_EROS and discovers root cause. Legacy Ingest is reconfigured. Catalog-rest begins receiving new inventory. USGS_EROS reconciliation is resumed.
· 03/09/13 reconciliation completed
· 03/12/14 indexing backlog worked off
Associated Tickets/NCRs: 
· ECHO_Ops_NCRs 11013669 - Legacy FTP Ingest ignores HTTP 301 responses from Catalog REST
· ECHO_Ops_NCRs 11011344 - Catalog Rest Error - ORA-22990: LOB locators cannot span transactions
· ECHO_Ops_NCRs 11013546 - Investigate removing the use of active-record connection pooling in catalog-rest
· ECHO_Team_TTs 14002235 - http://api.echo.nasa.gov/catalog-rest/* should redirect to https
Future Mitigation: 
ECHO Operations should be monitoring catalog-rest ingest on a daily basis. We monitor legacy ingest via the EIAT in this manner but haven’t been monitoring catalog-rest ingest since the LPDAAC reprocessing campaign. ECHO Operations should be more catalog-rest ingest focused in their monitoring efforts.
Legacy ingest should suspend a provider if it gets a 301 error when attempting to communicate with catalog-rest (11013669)
The other root causes of disparity between legacy ingest and catalog-rest should be resolved (11011344 and 11013546) to prevent the need for reconciliation.
When introducing system-wide configuration changes we should pay special attention to the components in our system that are not backed with comprehensive continuous integration testing like legacy ingest, pump and the kernel. We should also apply these changes in a controlled fashion, through Test Bed, Partner Test and then Operations rather than straight to Operations as occurred here.
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